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Abstract

The Event Horizon Telescope (EHT) observations carried out in 2018 April at 1.3 mm wavelengths in-
cluded 9 stations in the array, comprising 7 single-dish telescopes and 2 phased arrays. The metadata package
for the 2018 EHT observing campaign contains calibration tables required for the a-priori amplitude calibra-
tion of the 2018 April visibility data. This memo is the official documentation accompanying the release of
the 2018 EHT metadata package, providing an overview of the contents of the package. We describe how tele-
scope sensitivities, gain curves and other relevant parameters for each station in the EHT array were collected,
processed, and validated to produce the calibration tables.
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1 Introduction

The Event Horizon Telescope (EHT) 2018 campaign was carried out over six tracks observed on 2018 April 21, 22, 24, 25,
27 and 28. There were a total of nine participating stations, of which two are phased arrays (ALMA and SMA) and seven
are single dish stations (APEX, IRAM 30 m, SPT, LMT, SMT, JCMT and GLT). The Greenland Telescope (GLT; Inoue
et al., 2014; Chen et al., 2023) is a new addition to the 2018 EHT array. The EHT array also observed at double the band-
width than in 2017. Four frequency bands were used, each with bandwidths of 1.875 GHz for ALMA and 2.0 GHz at the
other stations. These bands were centered at frequencies of 213.1 (band 1), 215.1 (band 2), 227.1 (band 3), and 229.1 GHz
(band 4). Due to the mismatched sampling rates between ALMA and the other stations, a portion of each bandwidth is
lost during correlation, resulting in correlated data of 1.856 GHz per band (comprising 32 spectral windows of 58 MHz
each). Note that the GLT only observed in bands 3 and 4 in 2018. With the exception of ALMA, which observes in linear
polarization, all the other EHT stations observed in circular polarizations. Visibility data on ALMA baselines are converted



from mixed to circular polarization basis via the PolConvert software package (Marti-Vidal et al., 2016) after correla-
tion. Additionally, the JCMT observed only a single polarization (right circular polarization, RCP) throughout the 2018
campaign. In 2017, the JCMT switched between RCP and left circular polarization (LCP) observations on different tracks.

The processing of the EHT data from 2018 onwards is now separated into Level 1 (L1) and Level 2 (L2) tasks, each pro-
ducing corresponding data packages. The L2 data package is still being defined at the time of writing. The L1 data package
mainly comprises validated correlation products, and an associated metadata package containing information on telescope
sensitivities and other parameters necessary for the flux density calibration of the correlated visibilities. The L1 data prod-
ucts are released to the EHT collaboration and the respective project principal investigators (PIs), including PIs external to
the EHT collaboration, for further calibration and for archiving purposes. Within the EHT, the additional calibration steps
required to produce science-ready data are referred to as the L2 processing stage; these L2 calibrated data are internal EHT
collaboration products.

Prior to 2018, each telescope site provided the metadata required for the flux density calibration in different formats and
with varying levels of refinement (for details, see Janssen et al., 2019; Issaoun et al., 2017a). Processing the metadata to
generate calibration tables (in the standard, widely used ANTAB' format) was thus time-consuming and labor-intensive.
For 2018, steps were taken to standardize both the format and contents of the requested metadata packages across all sta-
tions, where possible, as well as the scripted pipeline reading and processing these packages. This allows for a streamlined
approach that is easy to maintain and reuse for future EHT epochs. The long term goal is for the metadata collection to be
automated as much as possible, and incorporated into the VLBI Monitor” system.

1.1 Scope of this Memo

In this memo, we describe the collection, processing and validation of the 2018 metadata necessary for the absolute flux-
density calibration of the 2018 EHT observations, and the contents of the metadata products released as part of the L1
package. In Section 2, we give a brief overview of the basic concepts for the flux calibration of EHT data. We then provide
details on the raw metadata collection process for 2018 in Section 3. Section 4 describes the determination of the DPFUs
and gain curves for each station, while Section 5 describes additional processing and validation of the system noise temper-
atures and phased array SEFDs, as required for the generation of the ANTAB calibration tables. Section 6 summarizes the
contents of the L1 metadata package, as well as a brief summary of the metadata properties. Telescope acronyms and codes
used in this memo are found in Appendix A. The codes used to reference the different observing tracks, and details on the
participating stations during each track, are also provided in Appendix A.

2 Basic Concepts for EHT Flux Calibration

We define here the basic terms and concepts for EHT and (sub-)mm VLBI flux calibration, which will be used throughout
this memo. The EHT memos by Issaoun et al. (2017a) and Janssen et al. (2019) for the calibration of the EHT 2017 data
provide more detailed descriptions of these concepts.

To convert the visibility amplitudes from correlation coefficients to units of flux density, taking into account the different
telescope sensitivities across the array, the system equivalent flux density (SEFD) of each telescope needs to be determined.
The SEFD is given by (e.g., Event Horizon Telescope Collaboration et al., 2019):
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where the degrees per flux density unit, DPFU, is a conversion factor from units of temperature (K) to units of flux density
(Jy), and g is the normalized elevation-dependent gain curve of the telescope. 7,y is the time-dependent phasing efliciency
for a phased array, and has a value of unity for single dish telescopes. The DPFU can be estimated as:

nAAgeom
DPFU = ————, 2
T )
where 74 is the aperture efficiency of the antenna, Ageon, is the geometrical area of the antenna dish in units of m?, and
k = 1.38 x 103 is the Boltzmann constant in units of Jy m?/K.
Ty, is the effective system noise temperature, corrected for atmospheric attenuation, given by:
eT
Ty = e )

where 7 is the line-of-sight atmospheric opacity, and 7, is the forward efficiency (implicitly assumed to be the same as

the feed efficiency, accounting for rearward efficiency loss due to ohmic losses, spillover and scattering; see Kutner &
Ulich, 1981, for instance). It is important to note that TS*yS differs from the standard Ty, value used in cm-wavelength VLBI,
which does not account for atmospheric attenuation. Single dish (sub-)mm telescopes typically measure T directly by
placing a hot load of known temperature in the signal path. This is done regularly during or in between target scans to
account for the time and elevation (airmass) dependence of T:ys.

The gain curve of each station is parameterized as a function of elevation, E, following the equation (Janssen et al., 2019):
ge =1~ B(E - Eo)’. “

This equation is fit to measurements of antenna temperature or antenna efficiency (normalized by their mean values at the
peak of the curve) as a function of elevation at each station, to derive the best fit values of the parameters B and E, both
of which are coefficients. These two parameters are then converted to the polynomial gain coefficients used in the standard
ANTAB calibration table format, given by:

ap=1-BEy’, a, =2BE,, a)=-B. (5)

The coefficients beyond the second order are set to 0, following the parameterization of Equation 4 which, based on mea-
surements in 2017 considers that a second order polynomial is sufficient to fit the gain curve of existing EHT stations. Note
that there is still an uncertainty about the shape of the LMT gain curve (especially considering the dish has an active sur-
face? to correct for gravitationally induced deformations), due to a lack of measurements (see Section 4.4), especially since
the completion of its upgrade to a 50 m diameter antenna in 2017 December.

3 Collection and Contents of the Raw Metadata Packages

In 2020 October, a plan was put in place to compile the 2018 EHT metadata according to specific standards. The aim was
to streamline the tasks during and after metadata collection, including metadata validation and the production of ANTAB
calibration tables. After receiving feedback from site representatives during 2020 November, the checklist of required
metadata and submission formats was finalized, and the majority of telescope representatives submitted their metadata
packages in 2021 January. Cross-checks and validation of the raw metadata packages were conducted throughout 2021.
Any technical and/or formatting issues discovered were reported back to the telescope representatives, so that the issues
could be fixed and new versions submitted.

The raw metadata from each station comprise the following files:

3http://lmtgtm.org/telescope/telescope-description/
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e Effective system temperature (7,) table per observed track, with associated timestamps, VEX scan number and
name of observed source for each scan. For validation purposes, additional columns include elevation, azimuth,
opacity at zenith, effective temperature of the atmosphere (7,,) and ambient temperature in the receiver cabin (7 amp)-
For single-dish stations, there is one 7', column per polarization (RCP, LCP), per observing band (lower sidebands,
i.e., band 1 & band 2; and upper sidebands, i.e., band 3 & band 4); this gives eight columns with T:ys values per
scan for single-dish stations. For the SMA, RCP and LCP T values are provided for each of the 7 antennas in the
array, giving a total of 14 columns with 7, values. For ALMA, phased T’ values (and corrected for the phasing
efficiencies) are provided in the tables. Since the bandpass information is also used when estimating the phased
T:ys, entries are provided for each of the 32 spectral windows in 32 columns. Therefore, for ALMA, one T:ys file is
provided per band and per observing track, to avoid putting 7' for all four bands in a single file with 32x4 columns.

o Flag table per observed track, denoting the status and viability of each observed scan, with comments from the
telescope operators on possible technical or weather issues. Each scan is assigned a flag code, which can be used to
assist downstream processing in determining the data quality and in the excision of bad data. The flag codes stand for
the following possible scenarios: success/no problems (S), not observed/unusable data (N), partial observation or late
on source (P), not good or uncertain data quality (U), missing 7', (T). More than one code can be applied to each
scan record.

o Phasing efficiency table per observed track, for phased arrays only. For the SMA, the phasing efficiencies are pro-
vided per band and per polarization, for a total of 8 columns in each file. For ALMA, the values contained in the
phasing efficiency tables are in linear polarization, and are not the values used to produce the final calibration tables,
so are solely for diagnostic checks. The ALMA phasing efficiencies are also provided per band and per (linear, X and
Y) polarization.

¢ Antenna efficiency and gain table for single dish stations (with associated elevation and timestamps if available),
by which the station DPFUs and elevation dependent gain curves can be derived. The stations also had the option to
directly provide DPFUs and gain parameters that they had estimated themselves.

The format of these tables was devised such that the header of each file and its name unequivocally identify it with a given
observing track and antenna site. Examples of the table filenames, formats and contents are provided in Appendix B. Each
row of T values and their corresponding flag code should ideally be associated with valid VEX scan numbers and source
names. We acknowledge that in some stations the local software from where measurements are obtained, has certain restric-
tions such as the number of characters allowed for source names. Thus, sometimes source names will be shorter versions of
the VEX names, which is dealt with by the processing pipeline (Section 5).

When available, the telescope representatives also provided supporting data and documents, including antenna temperature
measurements, observer logs, and descriptions of how the main quantities in the metadata were measured.

4 Station Sensitivities and Gain Curves

The DPFUs and gain curve coefficients of each station in the array are provided in the ANTAB table headers, which are
then used by standard calibration software to perform absolute flux density calibrations on visibility data. A summary of
the station DPFUs and gain curve coeflicients for the EHT array in 2018 is provided in Table 1, together with their esti-
mated uncertainties. The DPFU uncertainties are expected to be the dominant source of systematic errors in the flux density
calibration of EHT data, which includes uncertainties in the planet models used to derive their flux densities and between
planet models used in different calibration software (typically 5 to 10%). T, values are not expected to vary much within
the typical scan duration of a few minutes, so their uncertainties are expected to be no larger than a few percent. The GLT
is an exception (details in Section 4.3), due to sub-optimal performance in 2018 when it was still only partially commis-
sioned, where TS*ys uncertainties are also significant. The following subsections describe how the DPFUs, gain curves, and
their corresponding uncertainties were determined for each station.



Table 1: EHT station DPFUs and gain curve parameters. DPFU values are quoted for both lower (LSB) and upper (USB) sidebands and
both polarizations (RCP and LCP). For phased arrays (ALMA and SMA), the DPFUs represent the combined sensitivity of all phased
dishes. The parameters listed in the table are defined in Section 2.

Station DPFU (K/Jy) gE

LSB-RCP LSB-LCP USB-RCP USB-LCP uncertainties B Ey
ALMA® 1.19 1.19 1.19 1.19 + 10% 0 0
APEX" 0.0253 0.0262 0.0259 0.0270 +5.5% 0.00002 + 3.6% 36.6 + 1.0%
GLT® - - 0.00885 0.00885 + 7% 0 0
LMT 0.188 0.126 0.188 0.126 +22% 0 0
SMT 0.0188 0.0188 0.0182 0.0182 + 6% 0.000082 = 10.4% 57.6 +2.0%
JcMmTd 0.0296 - 0.0296 - +(11-14)% 0 0
IRAM 30m 0.144 0.138 0.142 0.137 + 19% 0.00018 + 5.3% 437 + 1.3%
SMA® 0.040 0.040 0.040 0.040 +(5-15% 0 0
SPT 0.00698 0.00731 0.00698 0.00731 + 10% 0 0

4The ALMA DPFU uncertainty is based on the overall 10 % systematic uncertainties associated with the QA2 flux calibration tables.

Y APEX measures DPFUs for each of the 4 bands separately. LSB and USB DPFUs shown here are the mean of the band 1 and 2 DPFUS, and band 3 and
4 DPFUs, respectively.

°GLT DPFU uncertainties are based on the scatter of 3 measurements, inclusive of flux density model errors, but may be larger due to significant antenna
astigmatism. There is also a ~ 15% T uncertainty contributing to the total SEFD uncertainty.

dFor the JCMT DPFU, the night-time value is shown.
¢The SMA DPFU uncertainty is based on the dominant 5-15 % uncertainty on the phasing efficiency.

41 ALMA

The ALMA flux calibration parameters were determined by the ALMA Level 2 Quality Assurance (QA2) team for the
EHT observations, who directly produce and submit the calibration tables in ANTAB format. The ALMA SEFDs are deter-
mined based on self-calibration gains and measured 7', converted to circular polarizations via PolConvert (Marti-Vidal
et al., 2016). Just as for 2017, an average DPFU value of 0.031 K/Jy corresponding to that of a single 12 m dish is factored
out of the SEFD estimates, and used in the ANTAB table header. Variations in the sensitivity of the phased ALMA array
due to the total number of observing antennas and phasing losses are incorporated into the time-dependent system tempera-
ture values in the EHT ANTAB tables. A flat gain curve is assumed, since any elevation and time-dependent antenna gains
are solved indirectly through self-calibration. Details on the ALMA QA?2 calibration for 2017 are presented by Goddi et al.
(2019) and are also discussed briefly by Janssen et al. (2019) and Event Horizon Telescope Collaboration et al. (2019).

4.2 APEX

The APEX DPFUs are determined by the APEX team from observations of Mars and Jupiter, based on planet flux densities
derived using the ASTRO program within the IRAM GILDAS* software package. The given uncertainties of 5.5% include
both the measurement errors and the 5% quoted flux density uncertainties of the planet models. The determination of
APEX calibration parameters is described in detail in the accompanying documentation provided with the raw APEX
metadata package, contained within in the L1 metadata package (see Section 6).

Although no gain dependence on elevation was found based on the 2018 planet antenna temperature measurements, quasar
data from 2017 showed a curve with small gains (with no more than 5% deviations from a flat gain curve), which was used
for the 2017 EHT data calibration. We use the same gain curve for 2018, with parameters shown in Table 1.

*https://www.iram.fr/IRAMFR/GILDAS
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43 GLT

The GLT was only partially commissioned during the 2018 observations, resulting in the telescope performance being
sub-optimal at the time. A systematic, saddle-shaped deformation in the GLT antenna dish imprinted when the dish was
lifted onto the support cone, resulted in significant astigmatism and a low measured aperture efficiency of 21.6 + 0.9% at
230 GHz for the upper sidebands. As noted, the GLT did not observe in bands 1 and 2 in 2018. Due to RCP output insta-
bilities in the efficiency measurement data, only the LCP values could be used; the LCP aperture efficiency is applied to
both polarizations. This aperture efficiency was derived based on scans of Venus, using the flux density model from the
CASA data reduction software (Butler, 2012), and taking into account the extended size of the planet and the beam size of
the GLT. With a geometric dish diameter of 12 m, this translates into a DPFU value of 0.0088 + 0.0004 K/Jy, considering only
the measurement errors. Adding the quoted 5% uncertainties of the Venus flux density model (Butler, 2012) in quadrature
gives a 7% total uncertainty. Note that these uncertainties are derived based only on the three available efficiency measure-
ments in March 2018, before the dish surface improvements were carried out. The uncertainties are thereby likely to be
larger and are difficult to quantify, due to additional systematic errors arising from the dish astigmatism. Nevertheless, due
to instabilities in the output of the continuum detector used for the 7§, measurements in 2018, the 7', measurements are
estimated have uncertainties of up to ~ 15% , thus dominating the total SEFD uncertainties. Detailed descriptions of these
issues, and the full derivation of the GLT calibration parameters are described in a separate memo (Koay et al., 2023).

Due to the extreme Northern latitude location of the telescope, observed sources typically do not vary significantly in
elevation throughout an observing track. Therefore a flat gain curve is assumed.

44 LMT

Due to an emergency situation, LMT observations were cancelled midway through the 2018 EHT campaign, so observers
were unable to measure the aperture efficiency after the campaign as planned. LMT aperture efficiencies were subsequently
measured in 2020 January, and are provided by the telescope team in the gain tables. We use these 2020 measurements to
be representative of the 2018 DPFU values, since no work was done on the antenna between the two dates.

The LMT aperture efficiencies between 28-80° are shown in Figure 1, normalized over the mean of the aperture efficiencies
at the peak/plateau range of elevations, i.e., between 40 ° to 60°, assuming that the measurement at 35° is an outlier. These
aperture efficiencies were determined based on observations of R Leo. Assuming a 50 m diameter dish, we used the mean
aperture efficiencies of 26.5% in RCP and 17.7% in LCP to derive a DPFU of 0.188 K/Jy in RCP and 0.126 K/Jy in LCP.

The gain curve cannot be reliably characterized due to insufficient data points at low elevations. In particular, there is an
uncertainty regarding how the active surface panels, designed to compensate for elevation-dependent deformations of the
dish, actually affect the gain curve. We therefore tentatively assume a flat gain curve for the LMT with large uncertainties
in the DPFU, up to 22%, considering the 1o standard deviation of the measured antenna efficiencies. Additional fixes may
be needed downstream to improve the LMT calibration, at least until the gain curve can be characterized once the telescope
resumes operations, which have stopped since March 2020 due to the Covid-19 pandemic.

45 SMT

Measurements of the SMT aperture efficiency and gain curves for the EHT 2017 observations are described in detail in

the memo by Issaoun et al. (2017b). Since no additional work was carried out at the telescope between 2017 and 2018, the
gain curve used for the 2017 observations is retained for 2018. The aperture efficiency data were reprocessed by the SMT
team, using the Butler 2018 planet models of Jupiter and Mars (Bryan Butler, private communication), giving a beam size
of 34”8 and an aperture efficiency of 0.66 + 0.04 for the lower sidebands (both polarizations), and 0.64 + 0.04 for the upper
sidebands (both polarizations). These translate into DPFUs of 0.0188 +0.011 K/Jy for bands 1 and 2, and 0.0182 +0.011 K/Jy
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Figure 1: The LMT aperture efficiencies in 2020, normalized by the mean aperture efficiency at the gain curve plateau (at elevations of
40-60°) for each polarization. The dashed line shows the best fit gain curve using the normalized aperture efficiencies at both polariza-
tions.

for the upper sidebands, consistent with the 2017 values. We note that these DPFU values were provided directly by the
SMT team in the ANTAB header format, together with the gain curve polynomial coefficients.

4.6 JCMT

Long-term characterization of the JCMT antenna reveals no significant elevation-dependent gains, so a flat elevation-gain
curve is used. However, there is a known time-dependence of the gains (Figure 2), determined from antenna aperture effi-
ciency measurements between 2006 and 2017 (Issaoun et al., 2018). The aperture efficiencies remain flat during night-time
(1930 to 0730 Hawaii Standard Time, HST), and then dip during the day. These time variations in the aperture efficien-
cies are caused by deformations in the dish due to thermal gradients induced by solar heating during the day. For the 2018
observations, we use the same piece-wise model-fit of the gains determined from the 2006 to 2017 data by Issaoun et al.
(2018), assuming that the gains behavior has not changed in 2018. The 2018 antenna efficiency measurements obtained in
the daytime indeed show consistent trends (Figure 2). However, we normalize the night-time gains (g,) to unity, giving:

g =10 for 1930 to 0730 HST (6)
_(HST - 13.550)2

=1. - 1.161
g 938 61 x exp 167701

for 0730to 1930 HST

In the ANTAB calibration tables, these time-dependent gains are accounted for by dividing the T, values of each JCMT
scan by the corresponding gains value.

The six measurements of Mars and Uranus obtained by the JCMT in 2018 show a systematic decrease in the aperture
efficiencies compared to the mean of the 2006-2017 values (Figure 2). Using only the mean night-time aperture efficiency
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Figure 2: The JCMT antenna efficiencies measured between 2006 and 2017 (red points) and that measured in 2018 (blue crosses). The
dashed line shows flat gains during night-time HST, and the dip in antenna efficiencies during the day time.

value of 46.2% in 2018, provided in the JCMT gain tables, we estimate the 2018 night-time JCMT DPFU to be 0.0296 K/Jy
in RCP (in 2018, the JCMT observed only in RCP). While the aperture efficiencies are measured at 221 GHz, we assume
this value applies to all four bands. Due to the lack of measurements in 2018, we assume DPFU uncertainties of +11% in
the night-time, and +14% during the day, similar to that between 2006-2017, and consistent with the scatter in the 2018
aperture efficiency measurements.

4.7 IRAM 30m

The IRAM 30 m telescope team provided DPFUs with associated uncertainties for the upper and lower sidebands and for
both polarizations, which they determined from Mars and 3C279 observations in 2018. The two calibrators give systemat-
ically offset DPFU values, but are still consistent within the 1o errors, so they are deemed insignificant. For the ANTAB
tables, we use the mean DPFU of these two calibrators for each band and polarization, as given in Table 1.

Due to bad weather during the 2018 observations, the antenna temperature measurements show a large scatter and have
large uncertainties, and are thus not ideal for the estimation of the gain curve. Only antenna temperature measurements
from M87 observations are available at high elevations (Figure 3), and the scatter is large. Additionally, some sources
including Mars, are observed over a limited range of elevations, making it difficult to normalize the antenna temperatures
consistently for all sources. In Figure 3 for example, the normalization is done using the mean antenna temperature values
of each source within the elevation range of 25 - 50°, which is not ideal. We therefore re-use the 2017 IRAM 30 m gain
curve (Janssen et al., 2019) for the 2018 observations, since they are not expected to vary significantly.
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Figure 3: The IRAM 30 m telescope antenna temperatures (7, ) measured in 2018, normalized for each source by their mean values
within the elevation range of 25 - 50°. Only T’ values obtained when 7 < 0.5 and for measured FWHM beam sizes less than 15" are
used. Large T outliers have also been flagged. The black dashed line shows the 2017 gain curve.

48 SMA

The SMA DPFUs are provided by the SMA team for each observing track, antenna, band and polarization. They are es-
timated based on observations of Callisto for the April 21, 22, 24 and 25 tracks, and of Ganymede for the April 27 track.
Due to poor weather, no good calibration solutions were available to derive the DPFU for the April 28 track, so we use the
April 27 DPFU values for Apr 28, as recommended by the SMA team. The phased DPFU for all 7 antennas observing in
2018 is 0.040 K/Jy, for a single-dish aperture efficiency of ~75%.

For the ANTAB calibration tables, the DPFU of the SMA is set to 1.0. The actual measured DPFUs are used to modify the
T, measurements for each antenna, before the 7', values (in units of Jy) are added together in phase (see Equation 3 in
Janssen et al., 2019). More details are provided in Section 5.3.

The SMA has a flat gain curve as a function of elevation (Matsushita et al., 2006). This is because each of the array anten-
nas adjusts its subreflector focus position as a function of elevation in real-time, based on the measured elevation-dependent
focus curves. The focus curves are different from antenna to antenna, but a common focus curve (i.e., averaged over all
antennas) is used for each of the antennas to avoid introducing any path length differences, and thus delays, between anten-
nas.

49 SPT

Four measurements of the SPT aperture efficiency were provided by the station representatives, determined from observa-
tions of Saturn and Jupiter on 2018 April 28 at elevations of 16 to 22°. The 2018 flux density models for Saturn and Jupiter
at 221.1 GHz (Bryan Butler, private communication) were used to characterize the SPT beam shape. The mean aperture
efficiencies are 24.5+0.8% in RCP and 25.7+0.8% in LCP. Assuming a 10 m diameter dish, this gives DPFU values of
0.0069+0.0002 K/Jy and 0.0073+0.0002 K/Jy in RCP and LCP, respectively. With uncertainties of up to 10% in the flux
density model of Saturn, adding this in quadrature to the measurement uncertainties gives 10% uncertainties in total for the
SPT DPFUs. The total error budget is thus dominated by the flux density model uncertainty. We assume that these DPFU

10



values are consistent across both the lower and upper sidebands. The low aperture efficiencies are a result of the telescope
being under-illuminated, operating at sensitivities closer to that of a 6 m dish.

As for the 2017 calibration of SPT, we ignore the elevation-dependent gains of the SPT, since sources typically do not vary
much in elevation throughout the observing track due to its geographical location.

5 Processing and Validation of System Temperatures and Phased Array SEFDs

5.1 Processing Pipeline

We built a python pipeline (available on a private GitHub repository’) to process the metadata from both the single-dish
and phased array stations, while performing a number of validation routines. An independent pipeline® has also been
developed for processing of the EHT metadata in the future. Calibration tables are then generated for the whole EHT array
in the standard ANTAB format used in many radio astronomical data reduction software packages.

After defining some global parameters pertaining to an EHT run, the pipeline automatically draws information from VEX
files and performs a cross-match with the metadata tables submitted by each station. Hence, only some code sections
(written specifically for antennas needing special processing in a particular observing run) would need to be re-written or
commented out when running the pipeline for different observing runs (see Section 5.2).

5.2 Single Dish Stations

The pipeline cross-matches available VEX files with the files submitted by each station (see Section 5.1). This helps verify
that every expected file in the metadata packages actually exists, as well as to identify erroneous information associated
with metadata measurements. During verification, the pipeline issues warnings and provides both lists of missing files and
lists of affected scans. Relevant metadata files automatically open for inspection in real time so that a clarification request
from telescope representatives is made promptly, and/or solutions are implemented when needed.

While an issue is resolved, the user can decide on-the-fly whether the affected track/antenna/scan rows should be flagged
or if the issue can be safely ignored. If flagging the data, the options are to delete the row completely, or to have their T
values reset to NaN (not a number in computing notation) and later replaced by modelled values.

Here we describe the main processing and validation steps applied to single dish stations (including issues detected and
how these were resolved).

5.2.1 System Noise Temperature Timestamps

We applied a shift to 7, timestamps to correspond to the middle of their respective scans. We do this only for stations
providing a single 7', measurement per scan, i.e., all single-dish stations observing in 2018. This eases the a-priori flux

calibration process downstream, considering that different stations use different strategies for observing 7 ; some stations
measure TS*yS before the target scan, while others measure after, or sometimes a mixture of both. Standard data processing
software like ATPS (Greisen, 2003) requires that the 7' timestamp be between the start and stop time of the scan. Typi-

cally, a time ‘offset” parameter in the ANTAB table is used to shift all the T, timestamps of a station by a constant value

5ht‘cps ://github.com/cristinaroca/EHTmd. Send your GitHub ID to cromero@asiaa.sinica.edu. tw to receive an invitation.
Shttps://github.com/mpifr-vlbi/11-calibration. Send your GitHub ID to mjanssen@mpifr-bonn.mpg.de to receive an invitation.
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in time to move them in between the appropriate scans. However, due to different sources having different observing scan
lengths, as well as inconsistencies in the time gaps between the actual T, measurements and the scan start/stop times
for a particular station, applying a single, constant time offset value to each station is insufficient for adjusting all the T
timestamps in the observing track correctly in between the station’s corresponding scan start/stop times.

5.2.2 Metadata Clean-up and Flagging

When comparing metadata and VEX files, the pipeline identifies source name discrepancies and a warning is raised. In the
2018 metadata we found seven such discrepancies. Five of these corresponded to the use of alternative VEX source names
for which we directly implemented source name replacements in the pipeline. The additional discrepancies were due to
scans reflecting 7', information for a calibrator (OMCI in the case of the SMT, and Saturn in the case of the LMT) used
for pointing instead of information for the target source (OJ287 and SgrA*, respectively). After inspection of the affected
metadata file, we flagged the associated 7', measurements to be later replaced by modelled values.

Some of the early metadata submissions also showed scan number discrepancies when compared to the corresponding
VEX files. Telescope representatives were informed and requested to submit revised metadata packages.

Additional series of checks were aimed at finding contiguous scans on different sources sharing the same timestamps and/or
Ty, values, due to e.g., errors in data entry or during the production of the raw metadata package at each station. A couple
of LMT scans had such a problem, and after careful inspection, we deemed these values as unreliable and decided to flag

them for replacement.

Using information from the VEX files, the pipeline obtains global variables and calculates expected antenna elevations
per scan by taking into account the telescope location and source position in the sky at the time of observing. Doing this is
useful in two ways:

e We can compare calculated elevations with those provided in the raw metadata packages and obtain a list of track-
/antenna/scan entries where discrepancies are larger than 5°. For the LMT, we found seven scans in track e18c21
(corresponding to April 21, see table 4) with elevation discrepancies of 8° up to 28° and we noticed that the largest
difference between T and VEX timestamps in these scans was shorter than 20 minutes. Looking at the trend of ele-
vation and T variation in time for neighbouring scans on the same source, we determined that these entries should
have their T flagged for replacement. In addition, a total of 235 SMA T, measurements in different tracks had
their original elevation values differing from the calculated ones by about 8° up to 65°. Most of these corresponded
to values measured during the long gaps between scans of target sources. After verifying that there were other mea-
surements for the same scans closer in time to the actual VEX scan times, these entries were flagged to be completely

deleted.

e Some scans were observed by a particular station, but do not have any associated T, nor elevation entry in the
system noise temperature table. This includes three LMT scans having an “S” flag code in the flag table. We thus
assigned a calculated elevation to such entries. In addition, we obtained an opacity value by interpolating 7 from
neighbouring scans, to accompany the new elevation information.

Having reliable elevation values for scans whose original elevation values were dubious, as well as for scans with no eleva-
tion information, allows us to obtain substitute model T;‘ys values for them (see Section 5.2.4).

Finally, the pipeline attempts to automatically detect outliers. For this, we implement an initial elevation and opacity curve
fitting (see details in section 5.2.4), and deviations from the modelled curves are obtained. To ensure outlier candidates
are narrowed down automatically as much as possible, we also used the modified z—score as an additional outlier indica-
tor. This method uses the median absolute deviation, which is more robust against outliers than the median or the mean.
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Once an outlier is identified, its associated T

improvement with better flagging algorithms.

is flagged. This section of the code for automated flagging requires further

In addition, interactive plots are generated to aid the identification of outlier candidates (see Section 5.4). Since all the
values are tagged by track/antenna/scan, we can easily identify the origin of suspicious values and inspect them in their
corresponding metadata files.

The outlier candidates identified by the code and then visually inspected, mostly occur when there are rapid T changes.
This is the case in many SMT scans (see details in section 5.2.4). After inspection, we did not deem any of the candidates
found in SMT nor any other antenna as true outliers.

Detailed information on the scans affected by elevation discrepancies and other issues described above, are noted in the
auxiliary files generated by the pipeline, included in the metadata package (Section 6).

5.2.3 Additional Processing for Specific Antennas

LMT — Band and polarization labels have been corrected. After interaction with telescope representatives, it was deter-
mined that the TS*ys values provided under the column headers Tsys_blr, Tsys_bll, Tsys_b2r,and Tsys_Db21 in
the . tsys tables (an example of this table is provided in Appendix B) from the LMT raw metadata package corresponded

instead to upper and lower sideband in LCP, and to lower and upper sideband in RCP.

JCMT — The JCMT T, values are measured at the intermediate frequency (IF) of 4 GHz, corresponding to bands 2 and
3 in Double-sideband (DSB) mode. We have assigned the same 7' values to the other two bands, assuming they are
comparable across the bands. Note that this may lead to larger uncertainties in the 7, values in bands 3 and 4. The DSB
T, values are then converted to single-sideband (SSB) equivalent values, using the empirically measured’ sideband ratio
of 0.9. This is done by multiplying a factor of 1.9 to the 7', of bands 3 and 4 (USB), and a factor of 2.11 to the 73 in
bands 1 and 2 (the LSB corresponding to the image sidebands). We then divided the T, values by the gains in night-time

and day-time, as shown in equation 6.

5.2.4 Modelling of System Noise Temperatures

After identifying scans affected by different issues, some 7 entries will now appear as NaN and need to be replaced with
alternative values.

We model T;‘ys as a function of elevation (£) and opacity (7). We first consider Equation 3 with t = 7¢/sin(E), where
7o is the opacity at zenith. We note that at some stations, the zenith opacities are measured by a radiometer operating at
a slightly different frequency from that of the actual EHT observing frequencies. However, the differences in 7 are not

expected to be significant.

Taking into account the receiver temperature (7 ), the temperature that an antenna should measure when pointing at the
empty sky, at a given elevation is given by:
Tsys = Tix + Tamm(1 — e_T) + Tamb(1 = 1),
where the contribution from the Cosmic Microwave Background radiation is regarded as negligible. Substituting T'sys in
Equation 3, we have (Rohlfs & Wilson, 2006):
eT
T:ys = E (Trx + Tatmnl(l - eiT) + Tamb(1 - nl))
7https://www.eaobservatory.org//jcmt/wp—content/uploads/sites/2/2®19/®5/RxA3m— SB-Notes-2018.pdf
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By considering Qo = (Tix + Tamm + Tamv(1 — m0)) 177 ' and Q = —Tum, we have:

Ts*ys = em/snE) Qo + 01, @)
which is the function we have used in the pipeline to find 7' outliers, and to model missing 7 values. This approach
alleviates the problem of not having Ty, and T,y values (they were not provided by some stations) as well as other quanti-
ties. We note that this equation is valid when Tam = Tamb and also in the cases when Togy # Tamp (€.2., for the GLT and the
SPT).

Missing values in the original single-dish tables (e.g., VEX scans that were observed but are missing T, counterparts,
and scans deemed unreliable and thus flagged) are modelled by curve-fitting equation 7 to the available 7', values in each
track. Once Qp and Q; are obtained, we applied them to the scans missing 7, using their corresponding elevation and
opacity values from the metadata tables, or when missing, using the calculated elevation based on observing time, source
position and antenna location, and the interpolated opacity from neighbouring scans. We note that the fitted parameters Qg
and Q) in equation 7, are obtained per track and per antenna while excluding those values with flag code “U”. This approxi-
mation does not allow for an exact representation of 7 in time, given that Qy and Q; (which incorporate quantities such
as Tam, Tamp and ny) are treated as constants for each combination of track and antenna, although strictly speaking, they
can vary in time. This representation results in modeled 7', values which are close enough to the original ones for most of
the metadata (see Figure 4). However, we note that the model performs poorly for scans in tracks where the 7' changes

rapidly for a given source (see Figure 5).

5.3 Additional Processing for Phased Arrays

For the phased arrays, i.e. ALMA and SMA, the DPFUs and phasing efficiencies are factored into the 7' values in the
ANTAB calibration tables. Therefore, for these two stations, the T:ys sections of the ANTAB tables in fact contain their
SEFD values as a function of time.

5.3.1 ALMA SEFDs

For ALMA, ANTAB format calibration tables are provided by the team responsible for the QA2 and Polconvert pro-
cessing of the ALMA EHT data. For each track and observing band, the tables contain 32 columns of SEFD values (with
0.031 K/Jy factored out as a single-dish DPFU), one for each of the 32 spectral windows. These SEFDs are provided at

a rate of less than a second (with rates as high as 0.4s), interpolated by Polconvert to match the time resolution of
the VLBI correlation times. However, since the AIP S software is unable to handle such a high cadence, our processing
pipeline averages the values over 6s before writing them into the combined ANTAB table for all stations.

5.3.2 SMA SEFDs

The SMA provides DSB T, measurements for each antenna and each polarization, measured at a cadence of once ev-
ery minute. The phasing efficiencies are provided for each band and polarization, at a shorter cadence of 20 to 30s per
measurement. These data are processed via the following steps:

1. The SMA T values are multiplied by a factor 2 to obtain the SSB equivalent values (see Issaoun et al., 2017a), for

a sideband ratio of 1.
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Figure 4: Comparison between original Ty, values (blue circles) and modelled ones (orange crosses) for antennas LMT (top), SMT
(middle), and SPT (bottom) in RCP, band 1. The latter two antennas are the ones for which the model is less accurate. This could be
related to significant time variations in Ty, and Ty Within a track, or due to directional or time dependent changes in opacity. However,
as a first approximation and with the aim of finding missing T values, we consider this approach as reasonable. Note that original
values with flag code “U” do not have a modelled counterpart (this is more noticeable in the last observing track for SMT).

2. The T values are then divided by the DPFUs of the corresponding track, antenna and polarization, to convert them
from units of K to units of Jy. Since the DPFU values for each band are roughly comparable, and the T, values are
the same for all 4 bands, we average the DPFU values across all 4 bands as well.

3. The phased T (in units of Jy) over all 7 antennas is then estimated following Equation 3 in the memo by Janssen et
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Figure 5: Error percentage between 7, modelled and original values vs elevation, for antennas LMT (top), SMT (center), and SPT
(bottom) in RCP, band 1. SMT in particular had abrupt changes in T, which cannot be handled properly by the fit, therefore resulting in
larger error percentages compared to other antennas. The largest error (> 60 %) occurs in track e18d28, scan No0033, which comes right

after a scan with flag code “U” on the same source.

al. (2019).

4. The SEFDs for each band and polarization are estimated by dividing the phased T, by the corresponding phasing

sys

efficiencies. The phasing efficiencies are first averaged over the one minute cadence of the T, measurements.

5. SEFD outlier values and those measured during gaps in observing scans (e.g., when the antennas are slewing) are
flagged.

5.4 Validation

The pipeline (Section 5.1) generates 2D and 3D plots (using the Seaborn and P1lot 1y data visualization libraries in
python) which allow us to visually assess the quality of the data from single-dish antennas. The validation plots are pro-
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vided per antenna, colour-coded by target source and symbol-coded by polarization or observing track: (1) 2D plots: opac-
ity vs. time and T, vs. time. (2) 3D interactive plots of 7 vs. elevation and time, per polarization. The 3D interactive

plots are particularly useful because they allow a direct identification of the origin of suspicious Tg,, values by hovering the

mouse above them, after which annotations become visible. By double-clicking on particular labels, one can also isolate
different tracers, thus enhancing the visibility of different data at a time. Here we show some examples based on APEX
metadata for all the 2018 tracks (Figure 6), and GLT metadata for track e18c21 only (Figure 7). All the validation plots can
be found in the L1 metadata tarball (see Section 6 for details).

Source, band

SGRA, 1
SGRA, 2
SGRA, 3
SGRA, 4
3c279,1
3c279,2
3C279.3
3279, 4
NRAOS530, 1
MRAO530, 2
NRAOS530, 3
NRAQS30, 4
11924-2014, 1
11924-2914, 2
119242014, 3
J1924-2914. 4
0J287.1
0J287,2
01287, 3
01287, 4
Me7, 1
Mg7, 2
M87, 3
M87, 4
1073940137, 1
1073940137, 2
1073940137, 3
J0739+0137, 4
J0831+0429, 1
J0831+0429, 2
1083140429, 3
o % J0831+0429, 4

XEPOXEHOIOXEOOXESGO

XEee

Figure 6: Snapshots of interactive 3D plots for APEX T values as a function of both time and elevation for RCP (left panel) and LCP
(right panel). Each source is marked with a different color, and each frequency band is denoted by a different marker shape.

Similar 2D validation plots of 7', phasing efficiencies and SEFDs as a function of time and elevation are also produced
for the phased arrays, and are included in the metadata package.

5.5 ANTAB Table Generation

Having processed the metadata as described above, and having calculated the DPFU values and gain curve coeflicients, we
created ANTAB tables in the standard format® (see also Janssen et al., 2019, for detailed descriptions). The DPFU values
and gain curve polynomial coefficients are attached as headers, and the T for single dish stations and SEFD values for
phased arrays, ordered by station, are attached in the main body. This process generates one ANTAB table per observing

track, per band. We produce two sets of ANTAB tables:

1. raw ANTAB tables: contains single-dish station T, values without any flagging or corrections applied, using the
original timestamps provided by the stations. The only ‘processing’ steps applied to this version are for the determi-
nation of the phased array SEFDs (as described in Section 5.3), the conversion of JCMT T, values from DSB to
SSB equivalents, and the factoring of the JCMT time-dependent gains into the T}, values.

sys

2. processed ANTAB tables: In addition to the processing of the phased-array SEFDs and JCMT T, as done for the
raw ANTAB tables, this version contains T, values for which different flagging steps have been applied, and for
which observed scans with missing 7 values have been replaced with modelled ones. In addition, a shift in the
timestamps has been applied (to coincide with the center of each scan) for single dish stations.

Shttp://www.aips.nrao.edu/cgi-bin/ZXHLP2.PL?ANTAB

17


http://www.aips.nrao.edu/cgi-bin/ZXHLP2.PL?ANTAB

Source, band
® @ 01287,3

L] & 002874
. ® Me7.3
. = ) & wms7, 4
° 1 ® 3c279.3
— . & 3c279,4
[ ] L] L
e o .
L]
o
4
2 1000 .
* 9 L]
[ 7 AP °
= g
= o 3
= ] — ,
. = .
- z *
e
3 .
& o ® ®
S * .
500 : - s 0
4 400 ~ . A0 e * o o o
3 a0 * ®e%e0 o ‘o9
&
5, 20 > » .
£ 100 2 i “ %, o N S
e < ( L s &
0 % "’ elevation (@e9) %%, w &
o, o 48

o

%,

Figure 7: Snapshots of interactive 3D plots for GLT similar to those in Figure 6. Here we isolate track e18c21 to visualize clearly how
Ty in both RCP and LCP, vary with time and elevation. Band 3 is represented by circles, and band 4 by diamonds. The observed
sources in the isolated track are OJ287 (blue), M87 (red) and 3C279 (green).

We expect project PIs and the EHT L2 calibration teams to mainly use the processed ANTAB tables for calibration. The
raw ANTAB tables can be used for diagnostic checks.

6 L1 Metadata Package: Contents and Data Properties

6.1 Package Contents

As part of the 2018 L1 data release, the metadata is packaged as a single tarball (version X . X):
EHTmetadata_2018April_vX.X

This tarball package contains the following products each in a separate directory:

o ANTAB calibration tables, separated by tracks and frequency bands. Each table contains DPFUs and gain curve
coeflicients for all stations in the header, and T values as a function of time for all single-dish stations, and SEFD
values as a function of time for both ALMA and the SMA. As mentioned above, two versions of ANTAB tables are

provided for each track and band, (1) the raw ANTAB files in the directory antab/raw/; and (2) the processed
ANTARB files in the directory antab/processed/.

e Validation plots used for quality assessment, as described in Section 5.4. They are located in the plots/ directory.

o Auxiliary files produced by the metadata processing pipeline (Section 5.1), including tables of flagged or problem-
atic T, tables comparing raw and modeled 7', as well as python dictionaries of names and codes for tracks,
stations and sources. Descriptions of these individual files are provided in the README contained within the direc-
tory aux/, where these files are also located.

o Raw metadata files collected from each station, as described in Section 3. They are located in the directory raw/.
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Table 2: Median sensitivities for primary targets in the EHT 2017 (from Event Horizon Telescope Collaboration et al., 2019) and 2018
campaigns. The antenna efficiencies (17,) and DPFUs are aggregated over frequency bands and polarizations, where necessary.

Station diameter (m) Median T, (K) na (%) DPFU (K/Jy) Median SEFD (Jy)
2017 2018 2017 2018 2017 2018 2017 2018 2017 2018
ALMA 73 (37) 79% (43) 76 113 68° 68° 1.030 1.190 74 106
APEX 12 12 118 163 61 64 0.025 0.026 4,800 6,259
GLT - 12 - 410 - 22 - 0.0088 - 46,287
LMT 32.5 50 371 208 28 22 0.083 0.157 4,500 1,362
SMT 10 10 291 375 60 65 0.017 0.019 17,100 20,330
JCMT 15 15 345¢ 379¢ 52 46 0.033 0.030 10,500 12,816
IRAM 30m 30 30 226 351 47 55 0.034¢ 0.140 6,900 2,539
SMA 1478 (6) 15.9* (7)  285°¢ 283¢ 75° 75° 0.046 0.040 6,400 8,458
SPT 10 10 118 95 60°¢ 25 0.0061  0.0071 19,300 13,365

4The diameter for phased arrays reflects the total collecting array of all antennas. Values in parentheses represent the number of participating antennas.
5The quoted aperture efficiency for phased arrays are that for each single dish.
¢The quoted Ty are SSB equivalent values, assuming sideband ratios of 0.9 for JCMT and 1.0 for SMA.

dA correction factor of 3.663 was applied to the 2017 IRAM 30 m DPFU, due to losses from maser frequency instabilities.
¢The SPT antenna efficiency for 2017 was estimated assuming a 6m diameter dish, considering only 6m illumination of the dish by the receiver optics.
While the antenna is still under-illuminated in 2018, the antenna efficiencies in 2018 are estimated with respect to the full 10 m dish.

This metadata tarball is staged and archived together with the correlator products. For reference, tables summarizing iden-
tification codes used in the naming of files associated with the various observing stations and tracks are provided in Ap-
pendix A.

6.2 Comparing 2017 and 2018 Station Sensitivities

The sensitivity parameters of each station in 2018 are summarised in Table 2, in comparison with their values in 2017. A
few notable differences include:

o The median TS*yS values are higher at ALMA, APEX, SMT and IRAM 30 m stations, due to overall poorer weather in

2018 compared to 2017.

o The LMT sensitivity has improved in the 2018 observations, after the upgrade from a 32.5 m to a 50 m diameter dish.
We note also that the LMT switched to 2SB receivers just before the April 2018 EHT campaign; the telescope was
operating with an interim 1mm DSB receiver in the 2017 which has since been decommissioned.

e The IRAM 30 m telescope DPFU has also increased in 2018, after the installation of a new maser. Amplitude losses
due to decoherence, attributed to excess noise in the maser frequency reference in 2017, required an ad-hoc down-
scaling of the telescope DPFU by a factor of 3.6.

6.3 Remaining Issues in the EHTmetadata_2018April_v1.O0 Package

We summarize here outstanding issues in the release of the EHTmetadata_2018April_v1l .0 package, that may affect
the a-priori amplitude calibration of EHT 2018 data. More careful analysis is required downstream to mitigate these issues.
If possible and required, they will be corrected in an updated version of the metadata package.

o There remains a large scatter in the SMA SEFDs on some tracks (e.g., at the beginning of tracks e18c25 on April 25,
e18g27 on April 27, and almost the entire track of e18d28 on April 28). Extreme SEFD outliers have been flagged,
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but there are borderline cases where more careful flagging and analyses are needed after applying the a-priori cali-
bration to fringe-fitted data. Ad-hoc SEFD corrections may also be needed on some range of scans, as was done for
2017 SMA data.

e Due to very poor weather (including periods of snow) at the ALMA site on tracks e18g27 (April 27) and e18d28
(April 28), the QA2 results are less reliable. For example, as a result of poor phasing, there are some jumps in the
ALMA SEFDs on some scans, which may need to be flagged pending further analysis.

o As mentioned, the LMT gain curve is not yet well-characterized. Large gain errors of up to 20% (or possibly higher)
are expected at low elevation scans, which may need to be corrected downstream via self-calibration or other meth-
ods. The gains can also be determined in the future once the telescope operations resume.

o The APEX DPFUs may need an ad-hoc rescaling (or network calibration) to account for an underestimation of flux
densities on APEX baselines, when compared to the flux densities of similar ALMA baselines to the same stations.
Additionally, for band 1, we found 25% differences between RCP and LCP amplitudes on all APEX baselines. For
band 4, there is a smaller but still significant 13% difference between the RCP and LCP amplitudes. These issues
were discovered after conducting preliminary a-priori calibration tests. Follow-up diagnostics found this issue to be
caused by low IF power levels and too large block-down converter attenuation settings for the R2ZDBE associated
with RCP in bands 1 and 4.

e Due to the small number of measurements, the GLT DPFU uncertainties are not well characterized, and are likely
to be larger than the quoted 7%. T uncertainties are also large, ~15%. Pointing errors at low elevations in 2018
can cause amplitude losses of up to 18% at 10° elevation, up to as much as 96% at 6° (Koay et al., 2023); this affects
scans observed at elevations below 10°, e.g. for 3C279.

e The frequency dependence of 7', at the JCMT is unknown, and we have simply applied the T, measured in bands
2 and 3 to bands 1 and 4. Network calibration may be able to correct for these errors in bands 1 and 4.

6.3.1 Minor updates in the EHTmetadata_2018April_v1l.1 Package
We have made minor modifications in v1.1 of the metadata package. These minor modifications include:

o Adding the raw JCMT (Mm) metadata files, which were missing in the v1.0 of the release. The new raw metadata
release now includes all the files provided by the telescope representatives.

e Using updated sideband ratios measured in 2018 to convert JCMT DSB T’ values into their SSB ones equivalents

(as described in section 5.2.3). Previously we used the sideband ratio of from 2017 (see Issaoun et al., 2017a).

e Updating the validation plots and SEFD tables provided in the auxiliary files. These were affected by a bug in the
processing pipeline which did not implement properly the needed updates after flagging and removing extreme
outliers in the SMA (Sw). This bug did not affect any of the ANTAB tables used for calibration.

All the issues described above for v1.0 are still present in v1.1.
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A Naming Conventions and Identifications for Stations and Tracks

We provide a summary of the naming conventions for telescopes (Table 3) and observing tracks (Table 4) used in this
memo and in the naming of files in the metadata package. We show also the single-letter HOPS station code, used in the
HOPS data reduction pipeline as well as many custom EHT data validation and plotting libraries.

Table 3: Names and identifications for all the telescopes that participated in the 2018 EHT observing campaign.

Full Telescope Name Abbreviation VEX Site Name VEX Code HOPS Code
Atacama Large Millimeter/submillimeter Array ALMA ALMA Aa A
Atacama Pathfinder Experiment APEX APEX Ax X
Greenland Telescope GLT THULE Gl G
Large Millimeter Telescope LMT LMT Lm L
Submillimeter Telescope SMT SMTO Mg Z
James Clerk Maxwell Telescope JCMT JCMT Mm J
Institut de Radioastronomie Millimétrique 30 m Telescope ~ IRAM 30 m PICOVEL Pv P
Submillimeter Array SMA SMAP Sw S
South Pole Telescope SPT SPT Sz Y

Table 4: VEX and EHT experiment identification numbers for each track of the 2018 EHT observing campaign. Participating stations for
each track are also shown.

Observing Date* (UT) VEX ID EHT Experiment No. Participating Stations

2018 Apr 21 el8c21 3644 Aa, Ax, Lm, Pv, Sw, Mm, Mg, Gl, Sz
2018 Apr 22 el8e22 3645 Aa, Ax, Lm, Sw, Mm, Mg, GI, Sz
2018 Apr 24 el8a24 3646 Aa, Ax, Lm, Pv, Sw, Mm, Mg, Sz
2018 Apr 25 el8c25 3647 Aa, Ax, Pv, Sw, Mm, Mg, GI, Sz
2018 Apr 27 el8g27 3648 Aa, Pv, Sw, Mm, Mg, Gl

2018 Apr 28 e18d28 3649 Aa, Pv, Sw, Mm, Mg, Gl, Sz

4These dates correspond to the day on which the majority of the track runs. Some of the tracks actually start a few hours prior to the start of specified date
in UT.
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